

    
      
          
            
  
Welcome to Knowage’s official documentation

Knowage is the professional open source suite for modern business analytics over traditional sources and big data systems. Knowage is the new brand for SpagoBI project: this new brand marks the value of the well-known open source business intelligence suite after significant functional and technological transformations and a new offering model.
The suite is composed of several modules, each one conceived for a specific analytical domain. They can be used individually as complete solution for a certain task, or combined with one another to ensure full coverage of user’ requirements.

The sub-products of the suite are:


	BD (big data), to analyse data stored on big data clusters or NoSQL databases


	SI (smart intelligence), the usual business intelligence on structured data, but more oriented to self-service capabilities and agile prototyping


	ER (enterprise reporting), to produce and distribute static reports


	LI (location intelligence), to relate business data with spatial or geographical information


	PM (performance management), to manage KPIs and organize scorecards


	PA (predictive analysis), for more advanced analyses




Knowage supports a modern vision of the data analytics, providing new self-service capabilities that give autonomy to the end-user, now able to build his own analysis and explore his own data space, also combining data that come from different sources.
If this is your first contact with Knowage, it is highly recommended to have a look at the website [https://www.knowage-suite.com].

Knowage source code repository is available on GitHub! Visit the repository [https://github.com/KnowageLabs/Knowage-Server].







          

      

      

    

  

    
      
          
            
  
Before starting


Documentation structure

Knowage documentation is composed by four main areas:


	Installation Manual;


	General User Manual;


	General Administrator Manual;


	Functionalities.




Each one focuses on a specific aspect of the product: how to properly install it, how to generally approach the suite, which are the general tools an administrator has access to and which are the analytical potentialities of the platform.



Target

Each area is thought to be delivered to different users.


	Installation Manual: it is directed at technical users. It provides all the instructions needed to install and configure the Knowage suite. Here the essential steps to succeed with the standard installation on certified environments will be described, including the optional use of CAS as a SSO solution and the use of HTTPS protocol.


	General User Manual: it is directed at unskilled end users. It provides a first approach to Knowage interface and functionalities. It can be used as a first approach to Knowage. It focuses on all those elements which are shared among the products and involves the end user.


	General Administrator Manual: it is directed at Knowage administrator. It describes all the management and configuration tools shared by all Knowage products.


	Functionalities: it is directed at all kind of users. Here each user can find detailed instructions on how to develop different kind of analysis exploiting all BI capabilities of Knowage platform. Notice that when a functionality is strictly related to a specific module it will be notified.






About conventions

Some graphical conventions have been adopted to allow readers to easily identify special contents such as notes, summaries and essential information. All conventions are explained here after.



Note

Read more

This icon refers to additional documentation, internal or external sources that may be useful for the reader.
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Installation Manual
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Goal of the document

The present document illustrates how to install and configure the Knowage suite. There will be described the essential steps to succeed with the standard installation on certified environments, which includes the optional use of CAS as a SSO solution and the use of HTTPS protocol.
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Requirements

Before going into details on Knowage installation, it is necessary to check if certain requirements are satisfied. We start to distinguish between the certified environments and the compatible ones. The first are those where check tests take place. The latter are those environments technically compatibles but where integration tests are not executed.


Operating systems

The following Operating Systems (OS) are those ones which suit with Knowage platform.


Table 1 Certified environments

	Certified Environments





	Operating System

	Version



	CentOS

	7 64-bit



	Windows

	7 , 10







Table 2 Compatible environments

	Compatible Environments





	Operating System

	Version



	RHEL Red Hat Enterprise

	7



	Ubuntu

	18 LST



	Windows server

	2012, 2008








Disk usage

The Knowage installation requires 2 GB of available space on file system. This space does not include the space relative to the data and the metadata storage.



Java environment

The enviroment in which Knowage will be installed must include a JDK 1.8 installation. Be sure that the JDK component is successfully installed and that the environment variable JAVA_HOME is properly configured. The steps to configure it depend on the OS.
Knowage 7 is compatible with Open JDK 1.8.


Linux

Define the JAVA_HOME variable inside the users’ file .bash_profile used in the installation process



Listing 1 Instructions to set the JAVA_HOME variable for Linux environment.

	1
2
3

	export JAVA_HOME=<root path of the Java installation>
export JAVA_HOME=/usr/lib/jvm/jdk1.8.0_60/
export PATH=$JAVA_HOME/bin:$PATH














Windows

Define the JAVA_HOME variable and PATH in the section “Environment variables” which can be reached from the “System”.



[image: ../_images/image711.png]

Fig. 1 Setting the path for the JAVA_HOME variable for Windows









Application server

The following lists the supported application servers:


Table 3 Supported application servers

	Support type

	Application Server

	Version





	Certified

	Apache Tomcat

	8.5.57






For each application server installation please refer to its official documentation.


Tomcat 8.5

In the following we will refer to Tomcat installation folder as TOMCAT_HOME.


Linux

It is recommended to create a proper user for the execution of Tomcat. We state the main steps to follow for this purpose.


	Create the Tomcat user.


	1
2

	useradd -m tomcat
passwd <password for the tomcat user>












	Install the Tomcat using the Tomcat user. Remeber to define the TOMCAT_HOME variable.


	1

	export TOMCAT_HOME=<path of the installation Tomcat root folder >












	Be sure that the Tomcat uses the JDK 1.8: usually the Tomcat settings are defined in the TOMCAT_HOME/bin/setenv.sh file, therefore if the TOMCAT_HOME/bin/setenv.sh file does not exit, the user must create it and insert it in the content as shown below. Note that CATALINA_PID contains the ID of the Tomcat process and it kills the process if needed.


	1
2

	export CATALINA_PID=<root folder of the Tomcat installation>/logs/tomcat-knowage.pid
export JAVA_HOME=<root folder of the JDK 1.8 installation>












	Modify the TOMCAT_HOME/bin/shutdown.sh file to force the shut down of the application in case of hanging:


	1

	exec "$PRGDIR"/"$EXECUTABLE" stop -f "$@"
















Windows

It is recommended to install Tomcat as a service. Documentation is available at https://tomcat.apache.org/tomcat-8.5-doc/windows-service-howto.html.





Database schema for metadata

Knowage uses a schema to manage metadata, that is all those information required for its operation. These concern the configuration, the users and the analytical documents. It is possible to use the following DBMSs for the creation of this schema.


Table 4 Exploitable DBMSs for the metadata schema creation

	Support Type

	DBMS

	Version





	Certified

	Oracle

	8, 9, 10, 11, 12



	Certified

	MySql

	5.7, 8



	Certified

	PostgreSQL

	8.2, 9.1, 12.3



	Certified

	MariaDB

	10.1, 10.2, 10.3






Therefore, a schema must be available. It can be reached through the JDBC protocol by the Knowage installation server; such a schema will be called metadata DB in the following. Observe that Knowage includes all the DDL for table creation.



Database schema for data

A schema for data must be also available. It can be queried through Knowage and can be reached through the JDBC protocol by the Knowage installation server; such a schema will be called data DB in the following.



NodeJS requirements


Important

Enterprise Edition only

NodeJS is required only for Enterprise Edition.


  
    

    Software release
    

    

    

    

    
 
  

    
      
          
            
  
Software release

You can download Knowage through the following links:


	Community Edition: http://www.knowage-suite.com/site/ce-download/


	Enterprise Edition: http://www.knowage-suite.com/portal (registration required)




A typical release contains three elements:


	Installer, which gives you a step-by-step Knowage installation


	Web Application Archives (WARs) and DDL scripts (to populate the schema used by Knowage for its metadata)



Table 5 Supported databases for DDL scripts

	Supported databases





	MySQL / MariaDB



	Oracle



	Postgres
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Manual installation


Metadata database initialization

Knowage requires a database schema to store its own metadata (definition of analyses, datasets and so on). For initializing such a schema, the user must execute the creation scripts provided for the DBMS in use. The package which includes the DDL will contain the following SQL files:


Listing 11 Scripts for metadata schema

XXX_create.sql
XXX_create_quartz_schema.sql







where XXX represents the DBMS type (as instance ORA stands for Oracle). The corresponding SQL files for deleting tables are also provided.



Using Tomcat


Dependencies

You must add required libraries into TOMCAT_HOME/lib folder:


	the JDBC connector for the metadata database with its dependencies (if any);


	the JDBC connector for the business data database with its dependencies (if any);


	the commonj library with its dependencies:


	Apache Geronimo [https://search.maven.org/remotecontent?filepath=org/apache/geronimo/specs/geronimo-commonj_1.1_spec/1.0/geronimo-commonj_1.1_spec-1.0.jar],


	Concurrency JSR-166 [https://search.maven.org/remotecontent?filepath=org/lucee/oswego-concurrent/1.3.4/oswego-concurrent-1.3.4.jar],


	CommonJ [https://github.com/SpagoBILabs/SpagoBI/raw/mvn-repo/releases/de/myfoo/commonj/1.0/commonj-1.0.jar].









Important

Enterprise Edition only

To enable the Import/Export capability, please also add the JDBC connector for HyperSQLDB [https://repository.jboss.org/nexus/content/repositories/thirdparty-releases/hsqldb/hsqldb/1.8.0.2/hsqldb-1.8.0.2.jar] , taking care of using version 1.8.0.2 .
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How to upgrade to the latest version

This section describes the main steps to manually update an existing Knowage installation, on top of the certified Apache Tomcat server, to the latest available version.

Pay attention to the fact that Knowage versions’ names adhere to the Semantic Versioning 2.0.0.

In the following we will refer to Tomcat installation folder as TOMCAT_HOME.

The upgrade of the following Knowage components is generally needed:


	the applications that reside within TOMCAT_HOME/webapps folder: all knowage*.war files (knowage.war, knowagebirtreportengine.war, knowagecockpitengine.war, …)


	the Knowage metadata database, where information about analyses, datasets, etc … is stored.




The latter component must be upgraded in case you are moving from a different major or minor version (for example: from 6.4.x to 7.2.y, or from 7.1.x to 7.2.y), but there is no need in case you are upgrading to a new patch release of the same major/minor family (for example: from 7.2.0 to 7.2.6, or from 7.2.6 to 7.2.13).


Preliminary operations

Before starting upgrade procedure, you have to:


	download latest packages from the OW2 repository: base location is https://release.ow2.org/knowage/, you’ll find a folder for each version, each folder contains: Applications with the relevant war files, and Database scripts with the SQL scripts (distributed as zip files) to upgrade Knowage metadata database for supported RDBMS;


	make a backup copy of the old web applications that reside within: TOMCAT_HOME/webapps;


	make a backup copy of Knowage metadata database.






Upgrade operations

To upgrade Knowage installation follow these steps:


	stop Apache Tomcat service;


	upgrade the Knowage metadata database by executing the SQL scripts. Each SQL script is conceived for upgrading a Knowage <major.minor> version into the next one, therefore you need to execute all scripts between your current <major.minor> version to the latest one. As an example, suppose RDBMS is Oracle, your current Knowage version is 6.0.x and you want to upgrade into Knowage 6.3.x, then you need to execute the following scripts:

	1
2
3

	ORA_upgradescript_6.0_to_6.1.sql
ORA_upgradescript_6.1_to_6.2.sql
ORA_upgradescript_6.2_to_6.3.sql








Note


	Moving into a newest patch version within the same <major.minor> family

	In case you are moving into a newest patch version that belongs to the same <major.minor> family (for example from Knowage 7.2.0 to 7.2.6, or from 7.2.6 to 7.2.13) there is no need to execute any SQL script.
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Knowage CE Installer

Knowage CE installer is an application which steers the user to the installation and the first configuration of the product.

Knowage CE is a web application, meaning it runs centrally on a server, and users interact with it through web browsers from any computer on the same network. Knowage CE Installer lets you easily configure your server.


Server-side requirements


Operating system

Knowage CE Installer runs on Windows, Linux and macOS operating systems.



Java platform

Knowage CE Installer requires:


	JDK 1.8


	JAVA_HOME environment variable






Memory

Knowage CE requires 3GB of available RAM. This configuration is enough for most evaluation purposes.



Disk usage

Knowage CE requires 2GB of free space on file system.
Optional embedded MariaDB Server 10.2 requires 4GB of free space on file system.



Database

Knowage CE Installer requires one of the following external databases:


	MySQL Server 5.7 already installed


	MariaDB Server 10.2 already installed




A user with sufficient permissions to create schemas must be provided. Knowage CE Installer connects to database using a JDBC driver via TCP/IP connection.

If you are using MySQL Server 5.7 we suggest to set following configuration in file my.ini:


	innodb_buffer_pool_size = 2G (adjust value here, 50%-70% of total RAM)


	innodb_log_file_size = 500M




Knowage CE Installer includes also the option to use one of the following embedded databases:


	MariaDB Server 10.2 for Windows 64 bit




Please note that embedded database option is not available for macOS.



Application server

Knowage CE Installer provides Apache Tomcat 7 out of the box. Don’t worry about pre-installing any application server.



Proxy settings

If proxy is enabled please add property http.nonProxyHosts to JVM properties after completing installation, modifying file <installation directory>\Knowage-Server-CE\bin\setenv.bat on Windows or <installation directory>/Knowage-Server-CE/bin/setenv.sh on Linux/macOS.

	1

	-Dhttp.nonProxyHosts=localhost










Client-side requirements


Browser

Enable your browser to execute JavaScript.



Proxy settings

If proxy is enabled please add hostname to proxy’s ignore list.




Launching


Windows


Important

The installer has to be run as administrator.
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R installation

It is required the installation of the following components for the correct operation of the data mining engine:


	R


	R Studio


	rJava




[LINUX] The first two components, needed for the functionality of the Knowage data mining engine, has to be installed through the rpm comand, and, the third, through the RStudio GUI. Once retrieved the RPM file, open the folder and launch the comands:


Listing 14 Commands for the rpm file

	1
2
3
4
5
6

	rpm -Uvh ./R-3.2.2-1.el6.x86_64.rpm
yum install --nogpgcheck rstudio-server-rhel-0.99.486-x86_64.rpm
cp ./RStudio/rJava_0.9-8.tar.gz $TOMCAT_HOME
chown tomcat $TOMCAT_HOME/rJava_0.98.tar.gz
chown -R tomcat.root /usr/lib64/R/library && chmod -R 775 /usr/lib64/R/library
chown -R tomcat.root /usr/share/doc/R-3.2.2 && chmod -R 775 /usr/share/doc/R









Typing the address http://server_ipormachine_name:8787/ in the browser, the user gets on screen the page showed below:


[image: ../_images/image242.png]

Fig. 2 Sign in RStudio.



Then log in with the user credentials used for the Tomcat 7 installation: tomcat / <tomcat_user_password>.

The following images show the sequence of steps the user will encounter:


[image: ../_images/image253.png]


[image: ../_images/image262.png]


[image: ../_images/image272.png]

Meanwhile the package is installed, remember to answer NO when asked to create a personal library in the user home (that can be found under $HOME/RStudio/log). This way, rJava will be installed in the directory /usr/lib64/R/library/rJava.

Finally, edit the TOMCAT_HOME/bin/setenv.sh adding the following commands:

	1
2

	export R_HOME=/usr/lib64/R
export LD_LIBRARY_PATH=/usr/lib64/R/library/rJava/jri
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Python Widget and DataSet

These functionalities use a Python standalone webservice, which allows to submit widgets and datasets scripts and get result from a Python environment already installed on the machine where the webservice runs. For this reason, Python environments need to be installed and configured on the same machine of Knowage server or even on a remote one, and the Python webservice has to be running inside that same environment.
This implies that, in order to use this functionalities, you have to install Python properly (depending on the OS) on the same machine where the service will be running. You can find all information about Python installation at https://www.python.org. The official supported version is Python 3.7, but other 3.x releases might work as well.


Install knowage-python webservice

The knowage-python package contains the source code of the webservice that has to be installed and run on the server. You can download it via pip with the command:

pip install knowage-python





or simply you can find it in the Knowage-Server github repository under the Knowage-Python folder.

You will now have to create the configuration for the webservice. This configuration will be contained inside a file called config.xml and placed inside the Knowage-Python/pythonwebservice/app folder.

The structure of the file will be as follows:


Listing 15 Example of a knowage-python webservice configuration file

	1
2
3
4
5
6
7
8

	<data>
        <environment name="knowage-python">
                <hmackey>foobar123</hmackey>
                <knowageaddress>knowage.server.address.com</knowageaddress>
                <pythonaddress>python.webservice.address.com</pythonaddress>
                <bokehportsrange>57000-58000</bokehportsrange>
        </environment>
</data>










	hmackey : the Knowage HMAC key contained in the server.xml file,


	knowageaddress : the address at which the python webservice can contact the Knowage server (the two entities can either be on the same machine or on different machines),


	pythonaddress : the address of the current instance of Python (it is needed by the Knowage server to contact back the engine if needed),


	bokehportsrange : the range of open ports upon which the service can dinamically instantiate Bokeh Servers.






Run knowage-python webservice

Once you have installed all the requirements, you need to get the python-webservice running. In order to do so, you can rely on a WSGI Server.
If you are working on a UNIX environment, take a look at gunicorn (https://gunicorn.org/).
The service leverages on Flask, for deployment in any other environment take a look at the official documentation (https://flask.palletsprojects.com/en/1.1.x/deploying/#deployment).
The entry point for the application is ``Knowage-Python/pythonwebservice/knowage-python.py`` and the default port is ``5000``.


Important

Webservice permissions

The knowage-python webservice must have the rights to read/write in its own folders (pythonwebservice/*).
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CAS installation

CAS is an application that implements a Single-Sign-On (SSO) mechanism. It is a good practise in production environments to install it and configure it so to have secure access to the Knowage server applications. CAS expects the use of the HTTPS protocol.


Deploy of the CAS application

Carry out the following steps:


	shut down the server if running,


	deploy CAS application,


	for Tomcat: unzip the cas.war file inside the TOMCAT_HOME/webapps/cas


	for JBoss: copy the cas.war file inside the JBOSS_HOME/standalone/deployments


	edit /cas/WEB-INF/classes/cas_spagobi.properties inserting the connection parameters for the metadata database of Knowage,as following



Listing 17 Connection parameters for Knowage metadata db.

	1
2
3
4

	        spagobi.datasource.driver=<driver JDBC>
        spagobi.datasource.url=<URL JDBC>
        spagobi.datasource.user=<user_name>
        spagobi.datasource.pwd=<password> encript.password=true
















For further details please refer to the official documents available on CAS website https://www.apereo.org/projects/cas.



HTTPS certificate

Since CAS application requires the use of the HTTPS protocol, the user must own an SSL certificate: it can be released a Certification Authority (CA) or it can be self-signed (it is recommended the use of the keytool utility -http://docs.oracle.com/javase/7/docs/technotes/tools/solaris/keytool.html- available in the JDK).

In case the certificate self-signed, it must be inserted in the CA repository of the JDK (usually such a repository is located in the JDK_HOME/jre/lib/security) or in an ad-hoc repository, called truststore, and conveniently configured in the application server in use. It is sufficient to set the two Java properties Djavax.net.ssl.trustStore=<truststore path> and Djavax.net.ssl.trustStorePassword=<truststore password>

We suggest to refer to the Java documents for more details. In the following we will restrict on give some useful commands of the keytool utility if the user intends to install a self-signed certificate:


	generate a copy of the public/private key-pair into a repository (keystore) called keystore.jks, as below:



Listing 18 keystore.jks creation.

	1

	        $JAVA_HOME/bin/keytool -genkeypair -keystore keystore.jks -storepass <keystore password> -alias <certificate alias> -keyalg RSA -keysize 2048 -validity 5000 -dname CN=<server name that hosts Knowage >, OU=<organization unit>, O=<organization name>,L=<locality name>, ST=<state name>, C=<country>














	export a certificate in a cert.crt file, as suggested below:







	set the certificate inside the CA certificates of the JDK to make it accessible (the user will be asked the CA certificates password, the default one is changeit)



Listing 19 Importing the certificate into JDK CA repository.

	1
2

	        $JAVA_HOME/bin/keytool -import -trustcacerts -alias <alias del certificato> -file cert.crt -keystore
        $JAVA_HOME/jre/lib/security/cacerts


















Configuration of the HTTPS protocol for Tomcat

To enable the HTTPS protocol it is necessary to operate according to these steps:


	copy the keystore which contains the pair public/private keys (keystore.jks) inside the TOMCAT_HOME/conf;


	edit the TOMCAT_HOME/conf/server.xml file, comment the HTTP connector on 8080 port and uncomment the HTTPS connector on 8443 port and configure it as below:





Listing 20 Export of the certificate.

	 1
 2
 3
 4
 5
 6
 7
 8
 9
10
11
12
13
14
15
16
17

	        <Connector acceptCount="100"
                                maxHttpHeaderSize="8192"
                                clientAuth="false"
                                debug="0"
                                disableUploadTimeout="true"
                                enableLookups="false"
                                SSLEnabled="true"
                                keystoreFile="conf/keystore.jks"
                                keystorePass="<keystore password>"
                                maxSpareThreads="75"
                                maxThreads="150"
                                minSpareThreads="25"
                                port="8443"
                                scheme="https"
                                secure="true"
                                sslProtocol="TLS"
        />











Knowage configuration

Once the CAS has been installed, it is necessary to modify the Knowage configuration. The user must edit some values of the SBI_CONFIG table using the administrator interface


Listing 21 Values of the SBI_CONFIG table to change.

	 1
 2
 3
 4
 5
 6
 7
 8
 9
10
11

	        SPAGOBI_SSO.ACTIVE:
        set valueCheck to true

        CAS_SSO.VALIDATE-USER.URL:
        set valueCheck to https://<URL of the CAS application>/cas

        CAS_SSO.VALIDATE-USER.SERVICE:
        set valueCheck to https://<URL of the Knowage server >:8443/knowage/proxyCallback

        SPAGOBI_SSO.SECURITY_LOGOUT_URL:
        set valueCheck to https://<URL of the CAS application>/cas/logout









Then set the sso_class environment variable as below:

	1

	        <Environment name="sso_class" type="java.lang.String" value="it.eng.spagobi.services.cas.CasSsoService3NoProxy"/>







This variable is located:


	Tomcat: in the TOMCAT_HOME/conf/server.xml


	JBoss: in the JBOSS_HOME/ standalone/configuration/standalone.xml




Edit all knowage\WEB-INF\web.xml to activate CAS filters.


Listing 22 Setting the CAS filters for sso_class variable.

	 1
 2
 3
 4
 5
 6
 7
 8
 9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64

	<filter>
  <filter-name>CAS Authentication Filter</filter-name>
  <filter-class>org.jasig.cas.client.authentication.AuthenticationFilter</filter-class>
  <init-param>
   <param-name>casServerLoginUrl</param-name>
    <param-value>https://<nome del server CAS>/cas/login</param-value>
  </init-param>
  <init-param>
   <param-name>serverName</param-name>
    <param-value><dominio di knowage, incluso il protocollo e la porta, se non standard></param-value>
  </init-param>
</filter>

<filter>
  <filter-name>CAS Validation Filter</filter-name>
  <filter-class>org.jasig.cas.client.validation.Cas20ProxyReceivingTicketValidationFilter</filter-class>
  <init-param>
        <param-name>casServerUrlPrefix</param-name>
        <param-value>https://<nome del server CAS>/cas/</param-value>
        </init-param>
  <init-param>
        <param-name>serverName</param-name>
        <param-value><dominio di Knowage Server, incluso il protocollo e la porta, se non standard></param-value>

  </init-param>
  <init-param>
        <param-name>proxyReceptorUrl</param-name>
        <param-value>/proxyCallback</param-value>
  </init-param>

[Nelle web application knowageXXXengine presente anche questo parametro:

<init-param> <param-name>proxyCallbackUrl</param-name>
<param-value>
   <dominio di knowage Server, incluso il protocollo e la porta, se  non standard>/< knowageXXXengine>/proxyCallback </param-value>
</init-param>]

</filter>

<filter>
  <filter-name>CAS HttpServletRequest Wrapper Filter</filter-name>
  <filter-class>org.jasig.cas.client.util.HttpServletRequestWrapperFtilter</filter-class>

</filter>...

<filter-mapping>
 <filter-name>CAS Authentication Filter</filter-name>
 <url-pattern>/servlet/*</url-pattern>
</filter-mapping>

<filter-mapping>
 <filter-name>CAS Validation Filter</filter-name>
 <url-pattern>/servlet/*</url-pattern>
</filter-mapping>
 <filter-mapping>
 <filter-name>CAS HttpServletRequest Wrapper Filter</filter-name>
 <url-pattern>/servlet/*</url-pattern>
</filter-mapping>

[Nelle web application knowageXXXengine presente anche questo mapping:
 <filter-mapping>
  <filter-name>CAS Validation Filter</filter-name>
  <url-pattern>/proxyCallback</url-pattern>
  </filter-mapping>]









All web.xml files have CAS filters already configured, but they are commented. The user must uncomment them, looking for the strings START-CAS, END-CAS and adjust the URL as the code abow reports.





          

      

      

    

  

  
    

    Advanced configuration
    

    

    

    

    
 
  

    
      
          
            
  
Advanced configuration

In this chapter we will describe all the advanced configuration parameters of Knowage.


Thread manager

For Tomcat: the configuration of the pool of thread is available inside the TOMCAT_HOME/conf/server.xml. Refer to Code below.


Listing 23 Configuration of the pool of thread for Tomcat.

	1
2
3
4
5
6
7

	<Resource auth="Container" factory="de.myfoo.commonj.work.FooWorkManagerFactory"
    maxThreads="5"
    minThreads="1"
    queueLength="10"
    maxDaemons="10"
    name="wm/SpagoWorkManager"
    type="commonj.work.WorkManager"/>









For JBoss: the configuration of the pool of thread is available inside the JBOSS_HOME/ standalone/configuration/s Refer to Code below.


Listing 24 Configuration of the pool of thread for JBoss.

	1
2
3
4
5
6
7
8
9

	<object-factory name="java:global/SpagoWorkManager" module="de.myfoo.commonj"
  class="de.myfoo.commonj.work.MyFooWorkManagerFactory">
  <environment>
  <property name="maxThreads" value="5"/>
  <property name="minThreads" value="1"/>
  <property name="queueLength" value="10"/>
  <property name="maxDaemons" value="10"/>
  </environment>
</object-factory>









In both cases, the meaning of the configuration parameters is the following:


	minThreads: the minimum number of threads in the thread pool. Default: 2;


	maxThreads: the maximum number of threads in the thread pool. Default: 10;


	queueLenght: the number of work items that can be queued - 0 means no queuing. Default: 10;


	maxDaemons: the maximum number of daemon threads to allow for this work manager. Default: 10.






Cache parameters

First of all, the user must configure the distributed cache. This helps to coordinate the parallel access to the distributed cache, guaranteeing a thread-safe access. It is necessary to configure the hazelcast.xml file (available in the knowage/WEB-INF/classes/) typing in the ”member“ tag the IP address or hostname of the machine on which Knowage is installed (for example  <member> 192.168.29.43</member>). In case of multi-node configuration, it is obviously important to report all cluster members. This operation must be carried out on every node. Furthermore, it is possible to implement a finer tuning of the cache behaviour, changing the Knowage configuration. The user must edit some values of the SBI_CONFIG table using the specific administrator interface.


	SPAGOBI.CACHE.NAMEPREFIX: It configures the prefix of temporary table in the cache ( Default : ”sbicache“ )


	SPAGOBI.CACHE.SPACE_AVAILABLE: It resizes cache dimension (bytes) ( Default : 1024 )


	SPAGOBI.CACHE.LIMIT_FOR_CLEAN: It configures the maximum cache section (in percentage) that can be cleaned at runtime when the cache has not enough space to store a dataset. ( Default : 50)


	SPAGOBI.CACHE.SCHEDULING_FULL_CLEAN: It schedules the recurring operation of complete cleaning of the cache. This periodic cleaning delete all dataset in the cache, without considering further parameters. At the end of the cleaning, the cache is empty. The allowable values are: EVERY_10_MINS, EVERY_15_MINS, EVERY_20_MINS, EVERY_30_MINS, HOURLY,DAILY,WEEKLY,MONTHLY,YEARLY. Any value other than those listed above does not enable periodic cleaning. ( Default: DAILY )


	SPAGOBI.CACHE.DS_LAST_ACCESS_TTL: It configures the Time To Live of a dataset inside the cache. This parameter defines the minimum TTL (in seconds) so to guarantee that a dataset remains in cache. A too-high value can lead the cache to breakdown (in this case, there is no way to insert new datasets), while a toolow value can lead to situations when there are no certainties of the stability of the dataset in the cache. (Default 600 )


	SPAGOBI.CACHE.DATABASE_SCHEMA: Name of the schema on which the tables are created. Such schema is defined by the datasource when it is set as Write-Default. Generally it is not necessary to configure this parameter since it is calculated at runtime. (default <empty> )


	SPAGOBI.CACHE.LIMIT_FOR_STORE: It configures the ratio (in percentage) between the dimension of the cache and the maximum dimension of a dataset in the cache. If the dimension of the dataset which the user intends to persist is bigger than the configured percentage, the system blocks the that persistence attempt. ( Default : 10 )


	SPAGOBI.CACHE.CREATE_AND_PERSIST_TABLE.TIMEOUT: It represents the maximum time (in seconds) to create temporary table for the dataset. ( Default : 120 )


	SPAGOBI.WORKMANAGER.SQLDBCACHE.TIMEOUT: It represents the maximum waiting time (in milliseconds) of an asynchronous work. (Default: 180000 )


	SPAGOBI.CACHE.HAZELCAST.TIMEOUT : It represents the maximum time (in seconds) to get a distributed lock. ( Default 120 )


	SPAGOBI.CACHE.HAZELCAST.LEASETIME: It represents the maximum time (in seconds) for releasing a distributed lock already got. ( Default :240 )






Logging

Knowage uses the component Log4J to create the log applications. Each web application has its own file inside the folder /knowageXXXX/WEB-INF/classes/log4j.properties. The content of this file change accordingly to the settings: the appenders allows to modify the level of the log. As an example, in the following code block, we analize the log file of Knowage. In the first part we can set the generation mechanism of the log file, while in the second one the level of tracing.


Listing 25 Logg appender.

	 1
 2
 3
 4
 5
 6
 7
 8
 9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41

	 log4j.rootLogger=ERROR, SpagoBI

 # SpagoBI Appender
 log4j.appender.SpagoBI=org.apache.log4j.RollingFileAppender
 log4j.appender.SpagoBI.File=${catalina.base}/logs/knowage.log
 log4j.appender.SpagoBI.MaxFileSize=10000KB
 log4j.appender.SpagoBI.MaxBackupIndex=0
 log4j.appender.SpagoBI.layout=org.apache.log4j.PatternLayout
 log4j.appender.SpagoBI.layout.ConversionPattern=[%t] %d{DATE} %5p %c.%M:%L - %m %n

 log4j.appender.SpagoBI.append=false

 log4j.appender.Quartz=org.apache.log4j.RollingFileAppender
 log4j.appender.Quartz.File=${catalina.base}/logs/Quartz.log
 log4j.appender.Quartz.MaxFileSize=10000KB
 log4j.appender.Quartz.MaxBackupIndex=10
 log4j.appender.Quartz.layout=org.apache.log4j.PatternLayout
 log4j.appender.Quartz.layout.ConversionPattern= [%t] %d{DATE} %5p %c.%M:%L - %m  %n

 log4j.appender.SpagoBI_Audit=org.apache.log4j.FileAppender
 log4j.appender.SpagoBI_Audit.File=${catalina.base}/logs/knowage_[1]\_OperatorTrace.log

 log4j.appender.SpagoBI_Audit.layout=org.apache.log4j.PatternLayout
 log4j.appender.SpagoBI_Audit.layout.ConversionPattern=%m%n

 log4j.appender.CONSOLE = org.apache.log4j.ConsoleAppender
 log4j.appender.CONSOLE.layout=org.apache.log4j.PatternLayout
 log4j.appender.CONSOLE.layout.ConversionPattern=%c.%M: %m%n #


 log4j.logger.Spago=ERROR, SpagoBI log4j.additivity.Spago=false

 log4j.logger.it.eng.spagobi=ERROR, SpagoBI, CONSOLE
 log4j.additivity.it.eng.spagobi=false

 log4j.logger.it.eng.spagobi.commons.utilities.messages=ERROR, SpagoBI
 log4j.logger.it.eng.spagobi.commons.utilities.urls.WebUrlBuilder=ERROR,SpagoBI
 log4j.logger.org.quartz=ERROR, Quartz, CONSOLE
 log4j.logger.org.hibernate=ERROR, SpagoBI

 log4j.logger.audit=INFO, SpagoBI_Audit log4j.additivity.audit=false









If the user wishes to enable the tracing of the information to DEBUG level it is enough to modify the following line

	1

	 log4j.logger.it.eng.spagobi=ERROR,  SpagoBI, CONSOLE







in

	1

	log4j.logger.it.eng.spagobi=DEBUG, SpagoBI, CONSOLE







For further details we refer to the official Log4J documents.



Mail server

Knowage uses in some situations the mail server to send emails. The configuration of this feature can be done right straight through the Knowage GUI, after accessing with administrator credentials.

Selecting the category MAIL the user gets the list of parameters to configure for the following profiles:


	trustedStore;


	scheduler, used by the scheduler to send a report by mail;


	user, used directly by the user when he intends to send a report by mail;


	kpi_alarm, used by the alarm component to send mails.





[image: ../_images/image282.png]

Fig. 3 Mail server configuration.



Moreover, each profile has the following values:


	smtphost: the smpt server,


	Smtpport: the port in use,


	from: the address to which the mail will be associated,


	user: the user of the server connection,


	password: user’s password,


	security: the user must choose between NONE, SSL and STARTTLS.






Maximum file size

For security reasons, Knowage has a series of parameters which manage the maximum file size that can be loaded on the server through the web GUI. To modify those parameters, it is required to enter the Knowage server application as administrator and access the ”server settings“ section and then ”configuration management“. The parameters at issue are the following:


	SPAGOBI.TEMPLATE_MAX_SIZE : TEMPLATE MAX SIZE: it is the maximum template dimension of an analytical document, expressed in bytes; the default value is 5MB;


	SPAGOBI.DATASET_FILE_MAX_SIZE : DATASET FILE MAX SIZE: it is the maximum dimension of a file used as a dataset, expressed in bytes; the default value is 10MB;


	SPAGOBI.DOCUMENTS.MAX_PREVIEW_IMAGE_SIZE : Max preview image size: it is the maximum dimension of an image used as document preview (in the document browser, for instance), expressed in bytes; the default is 1MB;


	IMAGE_GALLERY.MAX_IMAGE_SIZE_KB : Max image size in Kb: it is the maximum size of the images that can be used in a cockpit creation; the default is 1MB;






Date format

Knowage allows the user to visualize the date time in a format that depends on the selected language. To change the visualization of such formats, the user must enter Knowage as administrator and access the “Server Settings“ section and, consequently, the ”Configuration management“. Then finally select ”DATE-FORMAT“.


[image: ../_images/image292.png]

Fig. 4 Date format configuration.



For each available language there are two parameters:


	SPAGOBI.DATE-FORMAT-<lingua>_<nazione>.format: it rules the back-end role;


	SPAGOBI.DATE-FORMAT-<lingua>_<nazione>.extJsFormat: it rules the front-end role.




We suggest to set the parameters in compliance with each other, according to a local data.

The parameters SPAGOBI.DATE-FORMAT-SERVER.format and SPAGOBI.DATE-FORMAT-SERVER.extJsFormat control the link between back-end and front-end. The adjustment of these parameters do not affect the web GUI.



Language

Knowage manages the multi-language. The list of all languages is manageable from the “Server Settings” section. Go to “Configuration management“ and select the LANGUAGE_SUPPORTED category. Here there are two properties:


	SPAGOBI.LANGUAGE_SUPPORTED.LANGUAGES :the list of all supported languages underneath this formalism are: [it,IT],[en,US],[fr,FR],[es,ES];


	SPAGOBI.LANGUAGE_SUPPORTED.LANGUAGE.default: the default value is [en,US].






LDAP security connectors

Knowage provides integration with a LDAP server for authentication purposes.

Remark. Be sure that the Knowage users have been taken under LDAP census. The LDAP security connectors check the user that is accessing Knowage, but the user must be already defined as a Knowage user. Therefore, the users must coexist in both authentication systems (LDAP and Knowage).

Knowage ships with two LDAP security connectors:


	LdapSecurityServiceSupplier: a pure LDAP connector that authenticates every user using the LDAP server,


	ProfiledLdapSecurityServiceSupplier: a mixed LDAP connector that can authenticate some users using the LDAP server and other users using the internal Knowage authentication mechanism.




LdapSecurityServiceSupplier relies only on a LDAP configuration file, instead ProfiledLdapSecurityServiceSupplier checks also the Knowage user profile attribute auth_mode.
If the user profile attribute auth_mode is defined and its value equals to internal for the logging user, then Knowage will use its internal authentication mechanism, otherwise it will try an authentication via LDAP.


Warning

The only way to maintain access to Knowage for users not mapped onto LDAP is to:


	define the user profile attribute auth_mode,


	set auth_mode = internal for every user not mapped onto LDAP,


	use the connector ProfiledLdapSecurityServiceSupplier (see below).
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Administration Manual
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Knowage at a glance


Discovering Knowage

Knowage is the business intelligence suite developed and managed by Engineering Group. Knowage is flexible, since it is based on a modular architecture and open standards in order to facilitates its customization and integration according to users’ needs. It also provides a comprehensive set of analytical features and capabilities ranging from traditional reporting and charting tools, to more advanced analytics.


Important

Enterprise Edition only

KnowageER and KnowageSI, as submodules of Knowage Enterprise Edition, also supports multi-tenancy (i.e. a single Knowage instance serving multiple organizations, called tenants). In a multi-tenancy architecture, each tenant owns and manages his own users, documents, configuration and parameters, which are completely independent from those owned by other tenants.
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User Interface

This chapter focuses on Knowage user interface, providing detailed information on the Main Menu.


Main menu

Knowage menu gives you access to all its functionalities. By default you find the menu button at the left bottom corner of the home page, click it to open the menu.


[image: ../_images/image9_bis.png]

Fig. 12 Home page



You can minimize it by clicking somewhere else outside the menu. In this way the menu button appears and you can reopen the menu according to your needs. You can move this button around the page by dragging and dropping it. Choose the position that best fits with your work.

Knowage main menu is divided in three submenus: the user menu, the BI functionalities menu and the administrator one. The left panel contains the user menu, which is collapsed, and the BI functionalities menu, while the administrator menu is on the right panel.


[image: ../_images/image10.png]

Fig. 13 Menu



The user menu (see below) is identified with the first icon in Table above and a label containing your user name. Opening the user menu you have the following extra buttons:


	My roles If your user is associated with more than one role, Knowage requests you to specify the default one. You can select it when executing a document, or right after authentication by clicking on this icon and choosing a default role.


	Languages To select the language of Knowage environment.


	Accessibility To enable or disable accessibility mode.


	Info To view the details of current Knowage version.


	Logout To go back to log in page.




The BI functionalities menu consists in a set of icons associated with basic features:


	Documents development This is a standard functionality of Knowage Server. It enables you to create the analytical document as well as access and execute them.


	Workspace From this section you can access the Models and create datasets and federations.





Table 6 Menu components - BI Functionalities Menu.

	Icon

	Name

	Description





	
[image: ../_images/image105.png]


	My Account

	Show or update user
info.



	
[image: ../_images/image16.png]


	Documents development

	Document creation and
acces to the archive
folders.



	
[image: ../_images/image17.png]


	Workspace

	Inquiry your business
models, navigate and
create your datasets.



	
[image: ../_images/image103.png]


	Download

	Open a dialog that
show the available
async download.



	
[image: ../_images/image104.png]


	News

	Open a dialog that
show the news.







Important

My Account is visible only when SPAGOBI.SECURITY.MY_ACCOUNT_MENU configuration is enabled.
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Configure data sources

To let all the BI tools work properly you need to configure DB connection. There are two different options available for the configuration JNDI (recommended) and JDBC.


Connect to your data

In order to connect to your data, you have to define a new data source connection. Defining a data source allows Knowage to access data transparently without the need to redefine the connection to the database in case some of its configuration properties change over time.

Knowage manages two types of data source connections:


	connections retrieved as JNDI resources, which are managed by the application server on which Knowage is working. This allows the application server to optimize data access (e.g. by defining connection pools) and thus are the preferred ones.


	direct JDBC connections, which are directly managed by Knowage;




To add a new connection, first add the relative JDBC driver to the folder KnowageServer-<version>/lib and restart Knowage. Then, login as administrator (user: biadmin, password: biadmin are the default credential) and select the Data source item from the Data provider panel in the administrator menu.

By clicking the Add button on the top right corner of the left panel, an empty form will be displayed on the right.


[image: ../_images/image25.png]

Fig. 15 Add a new data source




[image: ../_images/image26.png]

Fig. 16 Data source details.



The detail page of each data source (on the right side as shown in the figures above) includes the following properties:


	Label

	Mandatory identifier of the data source.



	Description

	Description of the data source.



	Dialect

	The dialect used to access the database. Supported dialects are:



Table 7 Certified Data Sources

	Certified Data Sources





	Oracle

	11, 12



	MySQL

	5.7, 8



	PostgreSQL

	8.2, 9.1, 12.3



	Maria DB

	10.1, 10.2, 10.3



	Teradata

	15.10.0.7



	Vertica

	9.0.1-0



	Cloudera

	5.8.9



	Apache Hive 1

	1.1.0



	Apache Hive 2

	2.3.2



	Apache Impala

	2.6.0



	Apache Spark SQL

	2.3.0



	Apache Cassandra

	2.1.3



	Mongo DB

	3.2.9



	Orient DB

	3.0.2











	Read Only

	Available options are: Read Only and Read-and-write. In case the data source is defined as read-and-write, it can be used by Knowage to write temporary tables.



	Write

	Default If a data source is set as Write Default then it is used by Knowage for writing temporary tables also coming from other Read Only data sources. Note that each Knowage installation can have only one Write Default data source.



	Type

	The available options are



	If you want to define a direct JDBC connection, then you have to also set the following fields:



	URL Database URL. An example for MySQL databases is jdbc:mysql://localhost:3306/foodmart_key


	User Database username.


	Password Database password.


	Driver Driver class name. An example for MySQL databases is com.mysql.jdbc.Driver.









	If instead you want to define a JNDI connection, fill in the following fields:



	Multischema Available options are Yes or No. If Yes, the JNDI resource full name is calculated at runtime by appending a user’s profile attribute (specified in the Multischema attribute field) to the JNDI base name defined in the server.xml, we suppose it has been told at the end of installation or during server configuration.


	Schema attribute The name of the profile attribute that determines the schema name.


	JNDI NAME It depends on the application server. For instance, for Tomcat 7 it has the format java:comp/env/jdbc/<resource_name>. If the data source is multischema, then the string is java:comp/env/jdbc/<prefix>.


















Once you have filled the form, you can test the new data source by clicking on the Test button at the top right corner of the page and then save it.

Now you are connected to your data and you can start a new Business Intelligence project with Knowage!



Big Data and NoSQL

In this section we describe how you can connect Knowage to different Big Data data sources.


Important

Enterprise Edition only

Please note that these connections are available for products KnowageBD and KnowagePM only.
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Behavioural Model

An important topic to explore before starting a new project is the creation and managing the so-called behavioural model.

It regulates the visibility on documents and data according to the roles and profiles of the end users. It offers many advantages in a BI project, including: reducing the required number of analytical documents to be developed and maintained; coding visibility rules once only and apply them to several documents, each one with its own analytical logics; ensuring a uniform growth of the project over time; guaranteeing the respect of the visibility rules over time, with no limitation on the number of engines and analytical documents that can be added over time.

The behavioural model is based on four main concepts:


	user profile, defining the user’s roles and attributes;


	repository rights, defining the users’ rights in terms of document accessibility;


	analytical drivers, defining which data of a document can be shown to the user;


	presentation environment settings, defining how the user can reach and run his own documents.




In other words, the behavioural model mainly answers the following
questions:


	WHO uses the business intelligence solution (user profile);


	WHAT is visible to users, in terms of documents and data (repository rights and analytical drivers);


	HOW users work with their documents (analytical drivers and presentation environment settings).





Roles, users and attributes

Knowage users are defined by:


	identities,


	roles,


	profiles.




The identity of a user consists of all data used to identify that user, i.e., a username and a password, as well as a human readable full name.

The profile of a user consists of a set of properties called attributes, describing general information about the user, e.g., age and gender, but also domain-specific properties, such as the organizational unit to which he belongs. Some attributes, such as name and email, are defined by default in Knowage. Others can be added by the model administrator, as explained in the following sections.

The role of a user represents a categorization of a group of users. These roles may correspond to specific positions in the company, e.g., “general manager” or a “sales director”, or to a position with respect to the BI project, e.g., “data administrator” and “BI developer”. Different users may have the same role, as well as the same user may have multiple roles.


Table 8 Knowage Role Types.

	Role Type

	Description

	Standard User





	ADMIN

	General
administrator.

Manages all Knowage
functionalities.


	biadmin



	MODEL_ADMIN

	Model administrator.

Manages the
Behavioural Model and
its associated
functionalities.


	bimodel



	DEV_ROLE

	Developer.

Creates and modifies
datasets and
documents.


	bidev



	TEST_ROLE

	Test user.

Tests analytical
documents.


	bitest



	USER

	End user.

Executes documents
visible to him and
creates ad-hoc
reporting analysis.


	biuser






Knowage allows you to create several roles, according to your project needs. However, all roles must belong to a specific role type. A role type is a higher-level categorization used by Knowage, in order to map roles for the different features of the suite.

Pre-defined roles are summarized in the Table 5.1. The first four roles are technical roles, while the last one, the user, is the actual end user. Each role type has a default user associated to it. Other users can be created and associated to a role type.

When a u